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Information theory :

· Shannon information (statistical measurement of information content ;

classical information theory (
· Kolmogorov information (algorithmic information)
· Quantum information
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Huffman encoding :

A string of a characters is represented as in bits
Encode STEER as pipe (plain text) which the Huffman

code compresses to 2
.
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Example 2 of Huffman coding : · Plain text Huffman code
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On average, a plain text file of a bits encodes as Ion = 0
,9444n bits.

- Plaintext Huffman code

Better :
encode triples of bits
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What is the limit of the compression ratio (as the block size-> 0) ?

0
.
9183n bits is the limit for compressing n bits from this stream

Shamon's first theorem showed that this stream has an entropy of

H(X) = logs + hyt = 0.9183
.



Example& Huffman code with blocksize I character givesn bits -> 2
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Entropy : [Pilog = 1
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Compare : plain text encoding of characters requires 3 bits.

Binary entropy function : A biased coin has heads with prob . p o <
p-tails ---- -p

with independent tosses
H (coin) = plogat + 11-plognty = no.

of bits (or average? to
express

the outcome
of each coin Hip .
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