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Information theory :

· Shannon information (statistical measurement of information content ;

classical information theory (
· Kolmogorov information (algorithmic information)
· Quantum information
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Example 2 of Huffman coding : Plain text Huffman code

Stream of Os and Is
X El withprob

O O

* (binomial distribution) No compression
Take pairs of bits

Plaintext Huffman code
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On average ,
a plain text file of a bits encodes as In = 0

,9444n bits.

Plaintext Huffman code
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On average ,
n bits isencodedwith

~ 0
.9383n bits.

What is the limit ofthecompressionratoasthe blohsize bits from thisea

Shamon's first theorem showed that this stream has an entropy of

H(X)=logs +hyt = 0.9183
.



Huffman code with blocksize I character givesn bits -> 1262 bits

Examplepilg 155678 bit per chant set
~ 0

.

753 n bits

Pi = 0.
5,oding of characters requires 3 bita

Binary entropy function : A biased coin has heads with prob . 4 o <
p-tails .... Hp

with independent tosses
H (coin) = plogut + 11-p> lognttp = no.

of bits (on average) to
express

the outcome
of each coin Hip.

Recall : If X is a random variable with outcomes

then the binary entropy of X is H(X) =EpilogiFi
-

X= x (I i < n) with prob . p: ([Pi=)

= no .
of bits on average required to

express observed
values of X.
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Eg
.

A byte is 8 bits
.

28 = 256

If X can be encoded using N bits them it takes ↑ bytes.
If I buy a deck of cards its entropy is O in the sense that no information is required to

express the order of the dark
.

After shuffling the deck
,
it takes 225

. 58 bits to express the order

↑ ignore jokers. log, 52! 225
.
58

2nd Law of Thermodynamics (about 68 decimals)
Watch the 7.8 minute video linked on course website

p.

49 Shamon's Source Coding Theorem (for channel without noise)

A chanell is used to send a stream of symbols e
.g. Os and is reliably at a certain

numberof bits per second. Information coming from a source X has finitely many
outcomes

with entropy H(X) = He(X) bits pen Symbot eg .

X,, .... xn or A
,
B

,
G,D, . .

This information can be reliably send and received at a maximum rate Filesymbols symbols/see.

Eg.Xisa stream
ofdaterspwiproba,

H(x) = 1
.
55 bit. . .

I can safely transmit less thatbit = 20 cause

We can get within any pos.

2 of this optimal rate i
.e. 20-a.

10
Sab1 ↓ ->



Suppose X
,
Y are independent randomvariableis

each with finitely many 1
X has value X:

with prob. Pit(oi (1_i < m)

T has value y; with prob 1
, 29#

pro ia

H(x) = Epilog , H(Y) log,
Elig = Ep .

Eq=

= glog= log + logg
1jn

- Piglog+ Piglogg,
- (Epilog)Eq +glog = H(x) +H

If X
,
Y are dependent

H (X
,

Y) = H(x) + H(Y)
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i#
Computation requiressourmininaexpenditureofenergydanizingmena
Sadi Carnot Information is anything representable (usually without loss of information

as strings of letters over a given alphabet of g letters
. Strings of lettes

are words. When9iz we have 2 letters lusully 0
,
17 called bits. A de

is a scheme fortranslating words to words.

We are not doing cryptography.
In the theory of error-correcting codes ("coding theory") information is encoded before

transmission so that the information can be protected from noise in the channel.
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plaintextHild
Scheme2 (parity check codes is an example of a

1-error detecting code. It detects a single bit flip
without being able to correct it.



↑

codeward

↳plaintext
encode

,opentreceived,

# This 3-repetition code
verti

1/100011II/I

is a terror correcting code. I
101/

If at most one bit flip occurs

during transmission,
we can safely

correct it.

This code has a 333% information rate

( of the bits transmitted carry actual
information; the other of the bits
sent are used to provide redundancy
for the purpose of error correction?.

1) one wants to send 4-bit messages and

have one-error correcting ability ,
one can

achieve much higher them 33 % information
rate.

You can achieve 57% information rate.



↳ynottawords
A code is a subset & A

"

TheHamming) distance between two

words ww"C
,

devoted dlw
,
w'l,

is the number of positions in which

they differ, eg.

d(1011 ,
11 10) = 2

.

The Hamming code listed here
satisfies &lw

,
wil >3 for all wow' in

the code
.

3 is the imme
distance of the code.

d is a metric :

dlw
,
wilbo for any twowords wowh

Equality
d(wiw = &Iw

,
w'

d/w
,
wi + diw'w") > &/w

,
w") (triangle

inequality ( T

If a code &[ A has min
,

distanced

then it is e-error correcting where
e = (E1. In particular ,

in order
to correcta errors

,
we want d >2e+ 1

.



If we send a word w and due to errors this is received as wwherw ,
w'l be

,
then

w is the unique codeword at distance -e froww (assuming I has min .

distance d, ze+ 1).

If wow' I were both at distance - from w then d/w
,
w')e+e = ze

was
..

-
· W"

A

Wa gary

Big question : What is the maximum number Hain,
d) of codewords in a code 2 & A having a

given
minimum distance d ?

eg.
A
,
(F

,
3) = 16

.

The existence of the Hamming code gives A
,

(7
,
3) -16.

e: It's
bound) -= #011010116

-ngo-T
T

Codesachievingequalityiaa
The binary Hamming codes gives an

infinite family of perfect codes



connection betweenbinaryHamiitlandatti bParking o iEg = Eg roof lattice

= Ere28 : v mod a gives a codeword in 23
v= (v, . .

., va)
,
vie

weight of w=dkw,
o

= binary tooing code = 30000000,
0001111...., 11111113

,

121:16 u

-extendendo ....
- 200000000,

00011110,..., "'II1113 ,
11 = 16

.

I has word oweighta e

Enclidea distance betweenV inEword East
g

Equivalently :
shortestnonzers rectors in Eg have min. Length 2

(0
,

0
, 01,#,

#, 1, 0)
10

,
0
,
12

,
0
,
0
,

0
,

0
,
0)

dait balls in RcenterattureoghScien the detest possible packing inR



The ratov ux of this Hamming code is

↑
G = 100

The encoding+ gives the Hammingdeword for
each plaintext wordi

1x4

eg. the plaintext for 11 is x= 1011 + F* F = 50
, 13 = 2122 = #Carithmetic moda)

Hamming encoding can bex6=

11011390)
= lolos

implemented very efficiently
Thearik matrix for the Hammingcode is in real time

,

much faster
than "look-up" in a table.

H = 1800
If a word we F" is received

,
we decode by first computing the error syndrome

The Hamming code is therow

syndrom spaceofGand itssee

The Hamming code is linear
If we receive an erroneous

over F (a vector space)

HWT = 18 %0 = log
i binary so we gra

I the original message sent.



abadefg
0010110

00
01010 10i I100001 ·Proseof 1110 , 000

Fixing k31,
let H be the kxn matrix (n = 2"-1) whose colums are all binary

integers in 31,
2, .... 13 Iwritten in binary) .

This gives a party check matrix for
a perfect terror correcting code.

eg .

h= 2 gives H: /iii) gives
the code 2000, 111 3 ,

the 3-repetition code.

= GF(q)
A linear gary code of length n is a subspace C = F"where Eg is the field of order

peppriveeachprepot there is
a uniquefieldofordea

integers mod 9 .
) /*

= 50,
1
,
2
,33 with arithmetic mod 4 we have 2.2 = 4= 0· Nevertheless

there are some important codes that areIn-linear which are not rector spaces over any
field. ) An (n

,
k

,
d]-code or (n

,
k
,
d) or (n,k] code ,

is a quary linear code ,
is a

subspace C -#" of dimension h /so 12) = qh = ple ) and minimum weight >d.

Note : the weight of We F ,
we (w, , , Wa)

,
Wit H ,

is the number of nonzero

coordinates
, i.e .

d/w
.
0)
.The minimum distance of t is mindww : ww ia

= min . weight of [ in the case of

d(w
, wil = d(w-w,

w-w) = do
,
wiw) a linear code.



We have looked closely at the perfect binary Hamming code of Length 7 (a 17
,
4

, 3): code) 9

and the extended binary Hamming code of Length 8 (i.e . (8
,
4

,
4]

,
-code) Et

If has I word of weight o II hasI wordof weighta7 wordss .... 3

7..... 4 ........
.....

--- 7

24

Related constructions : proj · plane of order

Es roof lattice

extended binary Hamming code If (18,
4
,43:

-code (

octonions
R <K CHC real division algebras

dimension : 12 4 S

Other perfect codes : the Golay codes

Binary Golay codedperfectbay Golay code of length is 13,
-- -

24 is 924,
12
,
81

,

which are related to the Leech lattice which gives the optimal parking of uniform

spheres in R ; also the Stiver system in this case is the S15
,

8
,
24)-with design.

The design is a collection of 759 subsets of 31,2...... 243
,

each of size 8
,

such that every
5-subsetof

31, 2
,

.... 243 is contained in a unique otad. If we count ordered pairs (T, B) with TCB
,

B an octal

1T1 = 5
of the design ,

in two different ways, 187.759 = (%)
unique octad B containing 759:,
each 5-set

T

.



IThe extended binary Golay code is 124
,

12
,
83

,

with
759

codeword ofweight o the octads
2576.... 12 (the dodecads)

759 --
-

-

16 Complements of octads)
I C - -

-- 24

=Fo96
the extended ternary Golay code is 112

,
6

,63
is the extended version of the 111

,
6

,
5]

,
code which is perfect

As (11
,5) a

I ball of radius 21= (1) (3-1)" = 1 + (, )2 + (272 = 243 = 35

Eagleton d Consider an (n
,
k
,dia-code i.

.e. linear code C = F , Eg: field of order a
dim 2 = k 14 min

, weightlength dimension
= min , distance

then k n-d+ 1

Proof I has generator matrix G which is kxn
k+d = n+1

d = n -k+A
.

C = 54G : xe3 = now space of G

SinceH is (n-kixn ,
it has rank n-k I has parity check matrix H which is (nk) xn

so any
nk+ , colums arein . dep. C = mill space of H = Exe : Hx = 0 3.

So there exists we" Remark : 2"-dual code has length n ,
dimension nth

.Shasgenmaiaof weight n-le+ 1 suchthat et= Eve : vox= 0 For all xee 3.
HWT= 0

.

wel



Codes satisfying the Singleton bound i

.

e, having d= n-k+ 1 are optimal in a certain sense.

They are called MDS codes.

Eg .

the Hamming 18
,
4
,
4]:code has d < n -k + 1 = 8- 4 + 1 = 5

* Yu Yd "

17,4, 33 has d= 3 < 7-4+ 1.

Note : C is MDS iff every colums of H are lin . independent (any (n-k)x(n-h) submatix of I is

invertible)
if every

b columns of G are (in. indept.
ifet is MDS

In fact the Singhtonbound applies to all codes ,

not just linear codes
A
,
(n

, d) = 9 For a linear code
,
121= g gud+,

may."noof k = n-d+ 1,

codewords in a Boot : Let && A"
,
IAI = got min

.
distance -d. delete last d-1 words

.
n - d+ 1

gargtecodd Consider the map 2-

-A
,
will, . . . Wa) as (W,

. .

. Wide ,]
n- d+ 1

is one-to-one. so 121 - 9 It
Eg, the Reed- Solomon codes are MDS

e.g.
bar codes.



Eg .

6 : ] ,
t %oi's]

# = 50
,

1
,

2
,
3

,43
3 = 53+ 1

E now space ofG is a 15, 3
,3),

code.
4 - 5-2 + 1

e is a 15
,
2

,455-code.

Not perfect ! but MDS

This Reed . Solomon code encodes /19 ,
b

,
c) meX6 = laba)(Y) : 19, athtub+

b+ 4 aa
-

Encoding is the evaluation map Plain
let

(f(0)
,
f(

,
fr

,
f()

,
+(4)].

f = a+bx+ cx-

The code has min
.

distance I because two distinct polys of degree 12 agree in at most two points.

Generalize : Start with a finite field I : 39
, 92

,
....

E= p2 , p prime ,
e31 .

monic
Fix an irreducible poly · g()-#x] of degree e .

Fg = #(x], a root of g(x).
= 95 + 44 + 52+... +Cd : 90

,

9
, ..., 9 #3

19

1
,
4

,

"

, 2+
/ ↓

plain text : fix) is viewed as a ketuple of its coefficients

An 19.
k

,
di

,
- Reed Solomon code encodes polynomials fixitFix] of degree < be as codewords

Id= q-k+ 1 (F(9)
,
flal

,

--

; flag) -> It of length a with min
.
distance d= q-k+

How do we correct errors ? How do we even test words -> #
,
"to see if they are codewords?

what is a parity check matrix H for this code ?



I is the same thing as a generator matrix for the 19. qk ,
d= k+ 1]

,
Reed Solomon &'= q-1qh,code

.

#en Let F= Eg . ThenZah = 30 if ht TT

eg.
for
q= 5, (k=0) 1 + 1 + 1+1 + 1 = 5= 0 inFs

(k= 1) 0 + 1 + 2 + 3 + 4 = 1 =
0

(k =2)0 + 1 +4 + 4+ 1 = 10 = 0

(k=3) = 0 + 1 + 3 + 2+ 4 = 10=0

(k=4)0+ 1 + 1 + 1+ 1 = 4=

Enemet'sLittle Theorem Let F= #g (finite field of order 9) .

then ii) a = a forall at Fi
(ii) att = 1 For all at F nonzero.

Proof (ii) The nonzero elements of F form a multiplicative group of orderq .

The result follows long
Lagrange's Theorem

. Alternatively ,
let i = It a = product of all nonzero at F.

Then OFEF.
Ofat F

For all x+ F nonzero
,

a rax is a bijection of the nonzers field element. So i = [l(ax) = x
& Ta

Ofaff Ofaff

= xE so xE= 1
.

D

Now suppose he 50
,

1
,
2
, .... 9-29· Consider Sah. For all nonzero xEF

,
the map are ax is a permentation

of F so S=-Mak = XS so the polynomial Sx-S has distinct roots (althe nonzas

Field elements) . If Spo then K591 , contrary to assumption ; so S4-0 . 1



Note that the perfect binary Hamming code (7
,
4

,
33: can be presented either in the systematic way

as in the table previously ; or using a cyclic construction
0000000 1111111

5 110100 0 000& 011010 0

0011010 1100101
0001101 1110010
1000110 011100
0100011 1011100

This is a cyclic code.t 10 1000 0101110

A lineararc code of length n over F=g
is the something

as an ideal in F(x]/11-xy) = F(x)/(*- 1)
Here F(x] = ring of all poly's in x with ceffs in F.

In our case q= 2
,

n= 7.

Our code is generated by 1 + x+ x3.

The code is all multiples of 1+x + x* in F(x)(**1)
eg .

(1 + x*+ x+ x
*
((1 + x+ y*) =

1 + x + x+ 1 ,= O

(1+ xz)(1+x+ x3)= 1+x+x+ y5 y7 - 1

Corsymbols) --

When encodingb bits (or symbols over an alphabet of sizeq) of plaintext as n-bit codewords
,

the information rate is =* . This def. For block codes extends to coding of infinite strings of
symbols.



Eg, an infinite stream of bits 99.929394 (9:F) can be encoded eg. polynomials vs.

represent the plaintext bitstream as a apta,
x+ any+axi+- .. ->Fallx]) polynomial functions

(formals eg. # = 90, 123 = 2/32
F((x]] = ring of, power series in x with coefficients in F.

eg .
f(x)= 2+x+ x* (x]

field of Symbolic rings andfields is a polynomial of
Laurent-F((x)7 field ofPeres degree 3.

series...

/\gIx =

22xtFal ofFIND
&

eldof - degree 1
.

expressionsinain

F(x) = ring of poly talgas
E

in x with coeffs !
I

in F

fr
, g() are distinct poly's
buttheyrepresent

thea
eg . f(x)= F(x)


