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Eg, an infinite stream of bits 99.929394 (9:F) can be encoded eg. polynomials vs.

represent the plaintext bitstream as a apta,
x+ any+axi+- .. ->Fallx]) polynomial functions

(formals eg. # = 90, 123 = 2/32
F((x]] = ring of, power series in x with coefficients in F.

eg .
f(x)= 2+x+ x* (x]

field of Symbolic rings andfields is a polynomial of
Laurent-F((x)7 field ofPeres degree 3.

to1 t1 Xo ↑0 series...

/\gIx =

22xtFal ofFIND
&

10110...eldo - degree 1
.

expressionsinain

F(x) = ring of poly talgas
Eg
.
consider an input bitstream 100/X011110010...

E

in x with coeffs !
I

which is encoded by the shift register above to
in F

obtain the output bitstream 101100101 ...

fr
, g() are distinct poly's

Compare : this is equivalent to multiplication by 1+ X+X :
but they represent the same

(1 + x+ x)()+x+ x+ x5+x+x+ x9+y+m+ - ) = 1 + x+Y + x3 + x*+.

function #-#

Decoding of this data is accomplished using backward shift registers eg.
eg . f(x)= F(x)

which performs division by 1+x +x in(x)



Multiplication by any rational function can be implemented using a single shift register e
.g.

multiplication by A is implemented using the shift register

i↑
T↳Col
-7Turbo codes (1993) are a class of codes

used frencodingstreams ofdatausingcombinationsofgates
includinone

a splitters & interleavers

· permutatio
is

eg,



t
F(x) (F((x)) eg .

for F== So
, 13 First method

U 3

f(x)===y = y( + x+ x + x+-) = Y + 1 + y+ x* +..

# = 1 + ax + a+a+ ax+x- (a+b) = a+62

d
9iShop (a+b)4 = at +64

1+ x+ y5 = (1 + x+ x3(4 + x + x5 + ... )
Geometric seriesIn = 1 + n + n2+u3 + n

+
+ ....

condme (HY+ x(() + (x+4) + (x+y + (x+yp+ (x+y+ (+4) +... )

= (1+y+ x5)(1+ (x+xz) + (x+ x4 + (4+ y+ -) + (x*+..) + (x*+-) + - .. )
(x+ 345+ 3x7+ x9

= (1+y+ x5)(1+ x + x2+x+ -.. )
= 1 + x + y3 + x5+...

f(x) = =(1+ x + x3 + y +- ) = y + 1 + x+ x4 + ...



= E = 50
, 13 for the time being

The irreducible (monic) polynomials in F(x] :

greer polyt primitive
not primitive2 X+ x+ 1 X X+ 1

,
Y+X

,
MX+ 1 all poly's of degree 2.

3 P+ x + 1
,
y+y+ 1 x ((x+ 1) "x(x+i)

4 x+ x+ 1
,
x*+y+ 1

,
x+x+y+x+ x+ +y+ 1 = (x+ x+)

-

----
---

see MacWilliams &Sloane ,
The Theory of Error-correcting Codes for more extensive lists of irreducible polynomials.

What are all the cyclic (linear) binary codes of length to ? There are exactly 8 of them
. (why? (

· subspace of FT
,

F= #z = 50
, 13

· invariant under Cyclic Shift 190
,
9

,
92

,
an ,

94
,

95
,

96) me 196 .
90

,
9
... 95 git F

eg. [100000003 ALirarcode e iscydiit
ita a

250000000 , 11111112 dim C + dim et = n.
1/10100

[Frghi = (1100000, 1010000
,

1001000
,

1000 100
, 100000

, 100000
100

Hamming (7
,
4

,
3)

,

code 2: (1101 000
,

0110100
, ...,

10100014 (all cyclic shifts of 110 , 000 span this code)

dim9 = 4 ,
1961 = 2" = 16 : /codeword of weight3

F. -- --
- 4

Its dual 96 t ,
dimet= 3 is a 17

,

3
,
47-code· 1 --- . 7

If t has I codeword of weight o H= < 1011000
,

0101100
, ..., 0110001) also It

,
4

,
3)

7.. .. - . 4 9't lss 97, 3
,
43
-

96
+

= 71411111115



x74
= Length

- F(x) x7- = (x-(x+x+ y
*

+ x +y+ 1) = (x- ((x*+ x+1)(x3+ p+ 1)

-

actually"+ F= # ((x-a))
(x-B)(x-32)(X-34)

If E = #g ,

x2-x = x(x-1)(x- an)(x- as) ... (x-ag)
x-o

900
,

9= 1
, 92

, 93
,

"

; 99 are the field elements.
i
.

e .

XI , has g- distinct roots
which are the menzero field elements.

If at E is a root of i+ x+ #(a) = 39+ 9
.
9+ 92 : 90

,

9
, 92 #23

= 90, 1
,

a
,

9+ 1
,

22
,
2+ 1

,
2+ x

,

a+ x + 13

(x +v= uv Squaring is an automorphism of Ag
.

Curs= 432

If f(x) -#(x) is irreducible of degreed ,
then #]/(f(x)) = Fo : #plp] where B is a

roof of f(x). : Easta,B+ Gus+.. + ag d : aep
(B generates Fo Fp

If in factF = 50
,

1
, 8, 82, 33, -... BP23 then we say B is a as an algebra)

A
initivedement and we say f(x) is a primitive polynomial
If f(x) = x+Y+x+ X + 1 and BEF = # is a root of f(x) then B= 1 since & is a root of fix)

0, 1
, B,4, 1

,- doesn't give allof
p51 = (B+B +1) = 0



thereareeightwaysfacto inity check poly . For cydic code of legta
over F = 50

,
1 3 = F Cyclic codes -- ideals in

F(x>
/(x-1)

(g(x) = 1
,

h(x) = X + gives #7

g(x)= 1
,
hix = 1 gives 200000003 even

g(x)= X+1
,
(x)= x*x*+ Y+xx+ 1 gives all

words ofweight i
.e
. (1100000

,
1010000

, ..., 1000001)

g(x)= x3+y*...+ 1
,

((x)=4+ 1 gives (1111111) = 30000000, 11111113

g(x)= 1 + X +x
,

((x) = 1+ x xx4 gives 9 (7
,
4

,
332 code

BCH bound : a lower bound for performance of a yelic code.

with gen. poly· g(x),

Galeddefldig in E ,

ride y,

For Hamming 17
,
4

,
3]

:
code

, & root of g(x) = 1 + x + x
*

-> F(x7 , Be = 1)
Also...... by Freshman's Dream

1 +B + B = 0

(1+p+ 33)= 1 + 32+ pb = 0 = 1 + ph + (4 = I ha min
,

dist
.

33. ⑯

BCH : R.
C

.
Bose
-

Dijen Ray-Chaudhuri
Hocquengham



The Gilbert-Varshamov Bound (GV-bound) : a lower bound for existence of good codes

Ag(n ,
d) = max. 191 st

. CCA
,
1A1 = g

with minidistance -d i
.e . d(w,wiled for all wow'in e.

Ball of radius r in A centered at "Ot A e = (e) = error-correcting capability.
has cardinality (B)= ( *)(g) =Bol < /B ,K < /Bal >... < /Bul = /A = i

Hamming bond : Agin,
d)< : balls of radius e centered at codewords we t are required to be

disjoint

HB(w) A ICBe
In the other direction the GV-bound

=> 121
Agen ,d)T so o -

> Agin,d)
Weregadthea

Pot : Let 21 be any gary code with 121 = Agin,d)
.

We claim existence proof only.

V B(w) ? A
Codes satisfying this condition by greedy construction.

wee Butsuchcodeavusuallynotpracticale and
If not

,
there exists wit A

,

wit VB) so diwiw) > d+ forall we C.
wt C

But thenCUSw'3 has min. distanced .

This contradicts the maximality of I among all

gary
codes of length i having min

. distance d.
Recommended viewing :

So (e) /Ba,

10)1 > 1A)= 9: I YouTube videos on codinga intotheory
(including alg . goom . codes) by Mary Wootters



Asymptotic version of GV-bound due to Shammon :

Fix OLS1
· (B(0)1 langhai qual

,
Oh

log(Bg ,

(0)) = nhg(8)
This is a true asymptotic formula : For Fixeda and 5 +10

,
11,

CongIs a-

logg (Bs(0)) v nh
,

18) .

More precisely,
nha(s)-o() < logg (Bg(0)1 < nhql8

The gary entropy function

kinary entropy function. hi(q) = - Slogn8-(1-5/logy (1-8) = Slog + (1Slog,its
Eg. consider a random stream of information coming from

letters in A
, lAlis ,

A = Ex. ..., 49
with letter X, having frequencyP (2-i= q) & ((p)++++ = 1.

X,

single clar
.
from 91

H (this stream) : [plog = - Splogy = -(tplog(-p) - (logt = plog(q-1) - plogp - (-p)log(l-p)



h(S) = Slogp(q-1) - SlogS- (l-log -)
↳
g

·
Singleton bound :

(=2)

d = n- k+ 1

-
h(x) = xlog(g-1)+) Letx

R +

hg(x)-> logg (q- 1) as X->I· R + S = 1

For long codes (n > %) over a fixed alphabet 1AF=

9 ,
we consider

the information rate Roll

(1982)

-En the care of anFiverelative distances
relative error-correcting capability- =>

For 9449 we have a new lower bound for a symptotically good
explicit codes using algebraic geometry Itsfasman

,
Vladut

,
Zink) R31-hg(s)



the 1982 theorem literally says : There exists a family X: of algebraic curves over
9

(i= 1
,
2

,
3, ... ) such that Xi has ni + 1 (rational) points over Eg , genud gi with

&-> as is a.

The Red- Solomon codes come from the simplest curve of all
,
the projective line PF = Fv503 (F : field)

of genu 0.

E
go g

= g= 2 g= 3

On a curve X
,
&x = Esmooth global differential A forms? is a rector space of dimension dimDx =

g.
The number of Epoints on the curre (if it's defined over Eg) , Ng ,

Satisfies (Ng-(q+/- 2gve
Hasse-Weil bound.

Eg .

P'F has N= g+ 1 points , g=0
irreducible

For a plane curve of degreed (defined by a poly equation of degree d) has genus g = (d) = At
lequality for smooth curve : g : 1% ) - 2) (

Irreducible conic :

=xEx y= = x# has 29+ 1 pointsgulat
y =x (

,
t) +of genes g= 0

y
= x

=
= (y+ x)(y-x)= 0 plusone pointat infinitto



Smooth curve of degree des has gene g= (2) = 1 is topologically a torns.

Celliptic curve)
eg , y= cubic in x with no repeated roofs is an elliptic curve.

y
= y= X = x(x+1)(x- 1) %g

= 1 (torus)

H-W bound : over to the number of points satisfies (N-(q+/29
# : prime p35

-

Ig =,

N = q+
1 if g : prime PEB mod 4

qt = E ifq: price p = / mod 4

121259

Projective line PF = FU50] = X

We consider rational functions f(x) EF(X) defined on a curve X (eg. X
= PF)

Eg. F
=

y
= 50, 1

,
2
,
3

,
4

,
5
, 63
# X
0123456

Formal integer. linear combinations of points A
,
B

,
C

,
D

,

F
,

F
,
G

,

0 on Y are called divisors as a book-keeping
device for keeping track of zeroes and poles of functions on

X.

eg .
f(x) = (x- 1) (X-G(x-st= X+3x- x - 3 = X+ 3x+ 6x + 4 has simple zeroes at B

,
C

,
F and a triple pole atso

Nearso
,

z = * i f(x) = f(E)= + Ein+ + 4=
+ 4

So I hasatriple poleat-
-a

The divisor of f(x) is B+ C + F - 30 =: Dirif) (Sometimes abbreviated (f)



More complicated : F(x) Div(f) = 2B + 4E + C - F - 36 - 38

z = + #B
f(x) =f() (1+3z)

"

(1 + 5z) triple pole atz=0 (i.e .
at x=c)

(1+2z)(1 +z) . z

The degree of D = [miP; is degD = Emi, (mi +2)
For any f(x) -F(X)

, deg (Clivf) = 0
. Lequally many poles as zeroes)

Given a divisor D = [mip, -EnjQj (mi,- 1),
we consider the vector space I(D) = [f(x) + F() : f has a zero of multiplicity at least mi at P

:,

f has a pole of order at most ng atQj
and possibly other zeroes but no other poles?

IncaseofConsidedeD m otheo
(there can be as many zeroes as you like (dim 2(kap) = k+ 1

.

I(D) = Ef : Dirf +D = 03
2(k00) = Epolynomials in x of degree at most 3. : 39 + a

,
x +ax+.. + anxh : aitF3 .

has basis [1
,
X

,
x%..., **3.

The Rieman . Roch theorem gives a relation for determining I(D) = dimICD)·

1(D) - l(K-D) = degD-g + 1
.

where K is a "canonical divisor"
-

non-negatitegers l(D) degD-g + 1 is Riemann's bound



The gene of a smooth curve X is the dimension
g:
dimi

,
where by is the rector space of19both

differential +-forms on X.

eg. X
= projective line PF over F

,
PF = FUGoS dshape)

w = +(x)dx = F(j)d(y) = - Eddy
Y:, x

Al-form has the form

On P'F there is no (nonzerd global 1-fore
If f(x) is a poly of degree k in x then it has a pole oforder be at as (and zeroes in=-
so w = f(x)dy has a pole of order k+2 at&

Yedx has no pole at so but it has a double pole at the origin.

= -yady--dy
Div w = Etzeroes otw) - E(poles of w) the divisor of w

For w a l-form on PF
, deg (w) = -2 (2 more poles than divisors

, counting multiplicity).

-did
X has =spanio (w is a global smothona

g : dimoy =1. ↑(Df)(P)

First
, why is X a smoth cubic curve ? Tueto

·Ygx" is singular at 10
,0

= to
f(x

,y) = y2x3
X : Fy2+ x = 0 O Gi has no solution

ne

Df : (f , E = ( - 3x
,2)

Df= (1 -3x2
, zy)



j= X- x points (x,y, 1) of a cubic curve with zto.

y= X- xz points (x , y ,z) in homogeneous cords

If z = 0 : X = 0, y=1. dX'z

Nearthis point, yto ,

divide by y to get z= x?· (x ,y ,z)m(j , 1,)

ze
f =y2 xi+ x = 0

E = (x)3- x(y
y2 x-x

y = X- xyz

dy= d(x3-x) 10
,
07 is a smooth point.

zydy = (3x21) de =
w= This equation is preserved under ocalar multiples [x,yome (dx, xyz (6+0)



Shammon's theorem for noisy channels

Imagine a pipe in which we can send I liter of water per second. -(i)

Now forthe savepipe imaginethata certainamountofSludge/it/graveliscarried
alo,
acan be

transmitted by this same channel/pipe.
Amazingly ,

the same simplistic reasoning applies to send information reliably
Suppose we transmit information using strings of symbols from an alphabet. A

,
1A) = 9·

If there were no noise
,

we could reliably send I character per unit time.
Cletter inA)

If instead error is introduced to the channel having entropy rate hy(s) /characters per unit time

then the rate at which useful information can be reliably transmittedhals) =1

in this channel is asymptotically 1-hld) characters per mit time.

IB) = 2) ,
()= -El as new

Stirling's Formula



Back to Shannon's first theorem : optimal compressionofinformation for noisele chea
source of information is a radom variable X = G: OPi11

, Epi=

We ask for the optimal compression of into from this source using strings over alphabet A
,
IA) =

9
A code for this source is a

map X- At

C:
ie , w is a word in o length

The expected length of [(X) is pili
Theore Epili = H(X) := Epilogati - Epilogapi .

Moreover
,

we can asymptotically achieve
E

compression having Pili as close as desired to H
,

(X)·

I must be an injective map (the code is uniquely decodable) .

We will discuss the proof under the

stronger assumption that C is prefix-free : none of the codewords w
, - .., wh is a prefix (initial

substring) of any of the other codewords .

Lemma (Kraft's inequality) 1
Proof Elements in 10

, 17 (real interval) can be written in base a as infinite strings over A as

0
.

9
, 929394 ..., 9j7 A

EachWCX)determinesa subitualofgivenbyallreal memberscostlidigitaa
These subintervals are disjoint . It



·apo
%

.04/08.00027 /IX
etc.


