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Information theory :

· Shannon information (statistical measurement of information content ;

classical information theory (
· Kolmogorov information (algorithmic information)
· Quantum information
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Huffman encoding :

A string of a characters is represented as in bits
Encode STEER as pipe (plain text) which the Huffman

code compresses to 2
.
26m

Decoding TEE R (75.30 iginal bits
.



Example 2 of Huffman coding : · Plain text Huffman code
- S

Stream of Os and Is I 1: 00

w W X = E with prob,- O O
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Take pairs of bits
Plaintext Huffman code
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On average, a plain text file of a bits encodes as Ion = 0
,9444n bits.

- Plaintext Huffman code

Better :
encode triples of bits
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000 0100· On average ,n
bits is encoded as In bits

I

000

~ 0
.9383n bits.

What is the limit of the compression ratio (as the block size-> 0) ?

0
.
9183n bits is the limit for compressing n bits from this stream

Shamon's first theorem showed that this stream has an entropy of

H(X) = logs + hyt = 0.9183
.



Example& Huffman code with blocksize I character givesn bits -> 2
.
26n bits
3
~ 0

.

753 n bits

Entropy : [Pilog = 1
.
55678 bits per character
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Compare : plain text encoding of characters requires 3 bits.

Binary entropy function : A biased coin has heads with prob . p o <
p-tails ---- -p

with independent tosses
H (coin) = plogat + 11-plognty = no.

of bits (or average) to
express

the outcome
of each coin Hip .

Recall : If X is a random variable with outcomes

X= x (I i < n) with prob . p: ([Pi = 1)

then the binary entropy of X is H(X) =EpilogiFi
-

the

n

= no .
of bits on average required to

express observed
values of X.

when expressing formatioinbase
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Eg. A byte is 8 bits
.

28 = 256

If X can be encoded using N bits them it takes ↑ bytes.
If I buy a deck of cards its entropy is O in the sense that no information is required to

express the order of the dark
.

After shuffling the deck
,
it takes 225

. 58 bits to express the order

↑ ignore jokers. log, 52! 225
.
58

2nd Law of Thermodynamics (about 68 decimals)
Watch the 7.8 minute video linked on course website

p.

49 Shamon's Source Coding Theorem (for channel without noise)

A chanell is used to send a stream of symbols e
.g. Os and is reliably at a certain

number of bits per
second. Information coming from a source X has finitely many

outcomes

with entropy H(X) = He(X) bits pen Symbot eg .

X,, .... xn or A
,
B

,
G,D,. .

This information can be reliably send and received at a maximum rate Filesymbols symbols/see.

Eg. X is a stream of characters E
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T
,
"iD /first example) with prob.
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, H(X) = 1
.
55

· bitskhar.
noiseless

If I transmit info. from this source using a camel with capacity 311 bits/see ,

then

I can safely transmit less that
31 bits/sec

We can get within any posa
of F =20 charlea
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Suppose XYareindependent
random variableis

each with sossible values

X has value X:
with prob. Pit(oi (1_i < m):/ T has value y; with prob 1

, 29

- H(x) = Epilog , H(Y) log,
The pair (X ,

Y) has value (xi
,y,1 with prob . Pigj Eligi

=

Epq=

= glog= log + logg
- Piglog+ Piglogg,

- (Epilog) +

[pglog = H(x) + H(T)
.

&

If X
,
Y are dependent

H (X
,

Y) = H(x) + H(Y)
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Maxwell's Demon

Computation requiressourmininaexpenditureofenergydanizingmena
Sadi Carnot Information is anything representable (usually without loss of information

as strings of letters over a given alphabet of g letters
. Strings of lettes

are words
.

Whengiz we have 2 letters lusully 0
,
17 called bits. A de

is a scheme fortranslating words to words.

We are not doing cryptography.

transmissionIt thetheoryoferrorcorrectingcode coding thoy"information is encoded bea
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til
deage

encode

Scheme2 (parity check codes is an example of a

1-error detecting code. It detects a single bit flip
without being able to correct it.



↑

codeward received
Isent) ↳ wandplain textencode

, ,1000111111-111000101111
101 I

i correction
# This 3-repetition code

error

d
1/100011II/I

is a terror correcting code. ↓
101/

If at most one bit flip occurs

during transmission,
we can safels

correct it.

This code has a 333% information rate

( of the bits transmitted carry actual
information; the other of the bits
sent are used to provide redundancy
for the purpose of error correction).

1) one wants to send 4-bit messages and

have one-error correcting ability ,
one can

achieve much higher them 33 % information
rate.

You can achieve 57% information rate.



Estatingoa words
symbols
A code is a subset & A

"

The Hamming) distance between two

words ww"C
,

devoted d/w
,
w'l,

is the number of positions in which

they differ, eg.
d(1011 ,

11 10) = 2
.

The Hamming code listed here
satisfies &lw

,
wil >3 for all wow' in

the code. 3 is the minimum
-

distance of the code.

d is a metric :

dlw
,
wilbo for any twowords wowh

Equality
d(wiw = &Iw

,
w'

d/w
,
wi + diw'w") > &/w

,
w") (triangle

inequality ( T

If a code &[ A has min
,

distanced

then it is e-error correcting where
e = (E1. In particular in order

I

to correcta errors
,

we want d >2e+ 1
.



If we send a word w and due to errors this is received as wwherw ,
w') be then

&

w is the unique codeword at distance -e froww (assuming I has min .

distance d, ze+ 1).

If wow' I were both at distance - from wh then d(w
,
w') < e+e = ze

wa... ---
· W"

Ee
A

Wa

Big question : What is the maximum number Hil ,d)
of codewords in a Batte having a

given
minimum distance d ?

eg. A
,
(F

,
3) = 16

.

The existence of the Hamming code gives A
,

(7
,
3) -16.

Howning bound I am upper bound
e: It's

q
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connection between binary Hamming code andIs root lattice

E X-module i.e .

additive abel
.gp.
-

Eg = Eg roof lattice densest possibleparking ofuniform balls
= Eve28 : v mod a gives a codeword in 23

v= (v, . .

., va)
,
vie

weight of w=dkw,
o

= binary tooing code = 30000000,
0001111...., 11111113

,

121:16 u

-extendendo ....
- 200000000,

00011110,..., "'II1113 ,
11 = 16

.

has I word ofweight o

14 wordss.... - 4

I word-.. g

Euclidea distance between vFV in Es is at least 2 &

Equivalently :
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Unit balls in Rocentered a toof rectorsin latice achieve the deusest possible packing i R-


