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Information theory :

· Shannon information (statistical measurement of information content ;

classical information theory (
· Kolmogorov information (algorithmic information)
· Quantum information

Digital
.

lossy
compression go kBPhotograph -

10 MB bitmap -> 350KB jpg

Text document
50KB -> 2,3kB-> 2

.

4kB
loss-less

-pression

a perfect copy of

the original can

be extracted/recovered.

Consider an information stream composed of E
,

T
,

A
,

S
,

R
,

E
,

0
,

D

I stream of independent letters) freq
0

. 50
,

0
.

15
,

...,
0

. 02



-50-⑤
0, 15 0.

15
0

.
22 1 , 00

0. 12 -
-

0
.
10 0, 10tI-0.
05

⑫804
0

.
04

① ↓

plaintext Huffman code0
.
03

Det 000
=>

or di
010 001

-
S ① /I 000

-

100 01011-
I 101 010% 0

110 0100 1-
&

D 11I
0 ,000

-
Huffman encoding :

A string of a characters is represented as in bits
Encode STEER as pipe (plain text) which the Huffman

code compresses to 2
.
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Decoding TEE R (75.30 iginal bits
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Example 2 of Huffman coding : · 1: 00

Plain text Huffman code
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On average, a plain text file of a bits encodes as Ion = 0
,9444n bits.

- Plaintext Huffman code

Better :
encode triples of bits
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.9383n bits.

What is the limit of the compression ratio (as the block size-> 0) ?

0
.
9183n bits is the limit for compressing n bits from this stream

Shamon's first theorem showed that this stream has an entropy of

H(X) = logs + hyt = 0.9183
.



Example& Huffman code with blocksize I character givesn bits -> 2
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Entropy : [Pilog = 1
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Compare : plain text encoding of characters requires 3 bits.

Binary entropy function : A biased coin has heads with prob . p o <
p-tails ---- -p

with independent tosses
H (coin) = plogat + 11-plognty = no.

of bits (or average) to
express

the outcome
of each coin Hip .

Recall : If X is a random variable with outcomes
-

X= x (I i < n) with prob . p: ([Pi = 1)
n

then the binary entropy of X is H(X) =Epilogi
= no .

of bits on average required to
express observed

values of X.Fi when expressing formatioinbase
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Eg. A byte is 8 bits
.

28 = 256

If X can be encoded using N bits them it takes ↑ bytes.
If I buy a deck of cards its entropy is O in the sense that no information is required to

express the order of the dark
.

After shuffling the deck
,
it takes 225

. 58 bits to express the order

↑ ignore jokers. log, 52! 225
.
58

2nd Law of Thermodynamics (about 68 decimals)
Watch the 7.8 minute video linked on course website
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49 Shamon's Source Coding Theorem (for channel without noise)

A chanell is used to send a stream of symbols e
.g. Os and is reliably at a certain

number of bits per
second. Information coming from a source X has finitely many

outcomes

with entropy H(X) = He(X) bits pen Symbot eg .

X,, .... xn or A
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B

,
G,D,. .

This information can be reliably send and received at a maximum rate Filesymbols symbols/see.
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If I transmit info. from this source using a camel with capacity 311 bits/see ,

then

I can safely transmit less that
31 bits/sec

We can get within any posa
of F =20 charlea
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Suppose XYareindependent
random variableis

each with sossible values

X has value X:
with prob. Pit(oi (1_i < m):/ T has value y; with prob 1

, 29

- H(x) = Epilog , H(Y) log,
The pair (X ,

Y) has value (xi
,y,1 with prob . Pigj Eligi

=

Epq=

= glog= log + logg
- Piglog+ Piglogg,

- (Epilog) +

[pglog = H(x) + H(T)
.
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If X
,
Y are dependent

H (X
,

Y) = H(x) + H(Y)


