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f : R- R2

f(x
, y) = (3x + 2y , x-5y) can de represented as a matrix transformation

(g) -> (ii)(y) = )

Every
linear operator can be expressed as matrix multiplication

e.g .

consider solutions of yity = 0 i
.e . FIE asbosy

D f(x) =
acosx-bsin x (S

M

D(r7 + sg) = EtsDE f
[rf+ sg) = if'

+ sg (ii)(5) = [a]
e

m = (ii) M

= T is
n = (ii)



Every 2x2 real matrix A represents a linear transformation T "R
"

->R" which is the

matrix transformation Th(y) = Aly] .

es . 18 =

(i) TA is a counter-clockwise 90 rotation about the origin in R2 :

Xis = 10] = 1; :) = (%]
-> #T! E(i) =

190'719] : G's53 ⑯
Domain RR2- Range Re

4
T = I I(y) = (Y]
-lockwiserotation by angle o about the origin in RC represented bycos8
the matrix R if into I A Ro (0) = (sint] R(Y) : (so I

/int
,
cost

cos(9+B) = cos cos - sing sin
sin(+ ) =

sinc cos + cosa sin

IRpR, = Rap I ]( ! " i) - e.



Eg . 1,](y)-4)
is a

reflection about the line
y = x

-
-Y- Sesame-........ ...-

~

I !? ] represents a reflection in the x-axis

#-
=° ⑤
-

I i) representa
shear [i] --I

Aslist --↑#
,

->

o
⑳⑩

it takes O to 0 and it fakes lines
Every matrix transformation is a linear transformatiomay distort distances and angles

or points



Exactlyintentspenicimaforation
i :

(6) t
· 9]

Every linear transformation + : R
*

-B takes O to 0
,

8[] takes lines to lines or points
Afanction :

A- B is "ove-to-ons" if f(x) = fly) implies x-y .

(No two inputs give the same

I is onto" if for every
be B there exists as A such that fla)= b

.W output.)

eg .

A : (s) defines a linear transformation To :
R -R2

, Elly)) : Aly) : ly] -adThis function is not one to one e
.g . TA((i)) = T((i)) = 1)

And TA is not onto R2 ; it
maps onto

the line y
: 3x

- 1T(07 = (5](i) ↑His //D↑ *M ↑-(9)= (3)- of

10]



the null seace of a linear transformation NulT = 3 : Tv = 63 ·thesateral
Recall :

TO = P
--

Nul (3] = NalT = 9/2x) : x- 13
WA I (2) is a well vector

.

A ( x) = (8] . y = -2x

T is one-to-one iff NulT= 903 (the only mell vector is 11 .

&

This statement should be clear :

- -

On the one hand
, suppose T

is one-to-one
.

If It NalT then Tr = 0 = to then v = 0
.

This says : if T is overto-one then NelT= 904

Conversely , suppose NulT = 903
.

If Tr = Tw them T-w)
= Tr -Tw = 1

so -we NalT i
.
e

.
-w = 1 i

.
e

. I = w .

"
can be used as a nou or as verb .

Span
the set of all linear combinations of .....,-

We that thethe an
of

a listof rector fig ni in"ia
say
of ~

,
and in

teplace+stit-
.
a

span
dame

in
is the I

x +y
+ z=

0
.

v
, and in Sn the plane

x + y + z = 0
.



9 Than

i j
? lat?

s e

/e
-⑧

Q [E) = n

Vi
,

V2
, Vs spaw

the plane 5x+3y+ 7 z = 0
·

(dendeGiven
any

set of vectors S CI" ,

the span of S -d Spans = Slinear combinations

of vectors in 33) is either 303 or a line through?
,

or a place through & ,

or MY
.

Friday : Quiz 5 on n.

he image
of T is STU : It domain of Tn3 is the span of

the colus of A
.

T



Eg. A =

FPs It defines a linear transformation Tr : -> IR"

There IRY consists of 3x1 colem rections)

A() = A /] = F!,'S]= (*xE]
~ = ( =]

x -

y
The image of TA is STA - :--x} = 3[I] : y , eR}

-

of in is the span of x (i) + 3%] + = 7: ]
1:] (a linear combination of the columns

to is not onto RR?
.
This happensin t because the colums of A

of Al

fail to span RRY
.

Any 3 linearly independent vectors in RRY

will span all of
3
IR (their span is RP)

.



Another example : B-f 7 defines a
linear transformation to

: R
*
- ↑Y .

Once again is
is not onto RY :

its image

S=? ) is the span
of the columns of B i

.
2

.

in

y the plane x+y+ z =0 through the origin
,pu

.

12-
El

2 = 1- I has three linearly independent colus spanning IR3

i
.e .

the image of Ti is R i
.

e .

To is onto R
.

Rock
:
If al)+b()+ · Fi) = 18] : Is it



[A = !8 ! ] has 5 /B) : x
, ye 1} as the span of its

columns
.

To is not outo .

- -6)1]Y- 1:]--
the

span of
the rows of A is (a

,

29
,
67 : 9

,

b = RT
A subspace of B generalizes the nation of 905

,

line through the origin , place throughthe

origin ,
etc . up

to and including is" itself . The dimension of such a subspace is 0
,

1
,
2

,
3
,...,

".

Given any
Set S LIR" Cany set of vectors) than spans - linear combinations of vectors insi

is a subspace of RP .

Another way is to solve any homogeneous linear system in a variables
.

I latter case is the same thing as finding the will space of a linear transformation .

he

In particular if A is an mxn matrix them NulA = Gr=R: Av=o} is a subspace of R .- e
-

-



E to dimensional subspace of IRY (i.e .

a placethrough the origin) can bedescribed in either

Alternatively ,
U = Nul (13-1]

u = spans (i)
,18] = [(2) - R : (13 -15/] =0}
D x+ 3y - z =

0

= (s/] + + /] : ste 3
I

Eg .
a 1-dimensional subspace of IP (i.e , a line through the origin)

.

U= Span Y(3, ]}
u= Nal(i < 4) = [12)+ : (ic (3) : 1833

i
.e . (x

+ y + z = 0

x +

zy+ 4z = 0

10is inciso I ax
,y are basic variables ;
I is a free variable

.

zit where t is arbitrary ; solve for y ,
4

y =

- st

x= 2t

u = \(-2E) : + -1) = 3 +/ 3] : t+R3



the solutions of y"+ y = 0 form a vector space by : " + y = 03 = span E sinx
, casxly

= Easinx + bcosx : a
, be 1R}

Here By= y"ty is a function mapping one function to another
·

= NulT
.

7: Sfunctions 3 -> (functions3
-> is a linear transformation since Tlay ,

+ by) = eTy ,
+ bTyz

Let T: V-> W be a linear transformation .

- is one to one↑ Nat W has the form wity for some +Y,

T is onto

T is bijective iff it is both one to one and outo .

Such functions I have an inverse 3"

- I

malso be linear
.

Eg .

consider the 2x2 matix A : (B %] which represents a linear transformation in : R
" -R

.

Find the inverse matrix A
. A(AU) = v A(An) =

v R2
,w

*"·ATA = I AA= I As

I = 10] identify
Fri

.
Out 13 Quiz : Inverses of Matrices



A 2x2 natrix A
: (d) is invertible iff ad-bato

,

in which case A"=atbc(-? -) .

Eg. for A : (5) we have 3 . 5-2. 8 =-1
,

A = 117 = (8) :

AAA"= 135]] = (b) and AA= I
.

Eg . B =

/ , 4) Compute is n x 2n

e

General method:

to compute A ,

if it exists
,

write down In) and now reduce leading to
It (1/A "7

-
= [0 ,

]
e

/ e 0I I I I I I ·
0 nx In

I
· se ~ /" ! ! 1-1% oI I the cirot

In our case

(B/Is) % ~10: =8)
0 & 3 - 1 O I

M

not all
⑧ I 0

im the leftmost
N O OI I" I is obs ,

0 0 2 1 -2 1 0 ⑧ - I I don't get
-3 In on the

'I left
.

Inthis
00 case A

~ jo / is a lit, ii) :1
is not

B=- - invertible
.



Eg .

A= 185] :

(A12) = 1 =10i]w( It's i)-1; ils:) - 1, = ?]-l . Fo is
13I -I~10 , -> -10it-3]

Eg. A = < ! ] has 3 .2-16 = 0 so A is not invertible .

What goes mong in our algorithm ?

1A11] = ⑮210 %3-oili)-10 (9]-/ / ~10 -]
The pivots do not appear in the leftmost two cotums so we conclude that A is not invertible

.

the image ofi is the span
of the colms of A , namely span ? /3) , (i]3 = span InT3 ,

not is? So T is not invertible i.
.

A is not invertible .

Eg. Find a quadratic polynomial fit) = at + bt+ > having table of values I t
= 2 +

bt + at Vandermonde
7 ⑳ matrix-

f() = 2 +
b + a = 7

f(z) = c + zb + 49 =

0I V -(3) = c + 36 + 99 = 1(b)englis1- So f(t) = 22-19t+4t

0 ! ' check : F(1) = 7 , f(z) = 0
,
f(3) = 1

W



the solution of a linear system Al=b is 1 = All (A1I] ~ ... ~[I/A7
assuming A is an invertible nxa matrix .

A = (d) is not invertible since the span of its colus is spand( !]} i.e .
A has linearly

dependent columns
. 15] = 3/2]

.

Alternatively
.

A has a will vector (13] = NulA since Afs) = ( : / /3] = 10) = A18)
.

NalA : span[(-3]3 so A is not overto-one .

The linear system Ax= 107 has many
solutions

.

-

The linear system Ax=(! ] has no solutions ,

Since (i) * Span 9 (2]} ·

In 5th edition
,

I'm outting 2t Partitioned Matrices
N

, MUz=3u : uI Matrix Factorizations

2.6 Leontief- Input/Output Model
2.7 Comprites graphics If U. Us are subspaces of "

,
is U

, MUe
also a subspace of RRY ? -

Continue with 2
.8

: Subspaces of R"
is Since Ot U

,
and Ot 42

,
Ot U

, 1Ue
.

A subspace of R" is a subset 4 CIR" such that

(ii) Let n
,
v-U

,
112

.

Then-

cis & = U
n + v=U

,

and ntveU So nve U
, 1U

:

iii) Forall n
,
val

,
u + v

= U
.

.. For all ntH and sconlar (M
,
cutH

. (iii) Let c be a scalar and n-U, 1U2 .
Then

(III

Eg .
In R2

, 3 x , y) : x
,y> 03 is not a subspace . I Ate

cutU
,
and cutt so cntU

, 1U2 .

think of : 903
,

line through the origin, place though the

H
So yes ,

the intersection of two subspaces is

origin ,
etc

.

a subspace.



Y
, UU2 = En : utU

,
or ntUz} i

.
e

.
u is in at least one of U,

ork
n, possibly both

.

Uz

If U
,
and Us are subspaces of I" ,

must U
. ~Un also be a subspace ? No

. : u
eg . U

,

= Span 3/073 : the x-axis in R

12
=

Span 31973= y-axis in MB

10] + 19] = 11) 4 U
, UUe .

I
in n, c.

*
in Ura

Alternatively ,
a subspace is a monempty subset UCR" such that

linear combinations of vectors in U is still in U i
.
e

. Spank = U
.

is any linearly independent set of vectors spanning H .

It is ansubspaceof a
nata then aaa se origins !-⑧ Another basis for U is

The list of vectors /] , (2) is a basis for U .

These two vectors are

5(5] , ( )3
linearly independent by inspection .

Moreover span E /%) , (33 = 4

(this is not quite obvious but we will soon see why it's true) .

The dimension of U is 2 because we have a basis consisting of I vectors
.

syllabus
HW 10

Quizzes 20
HW 30 I'll correct this online

+1 Quizzes 20
Tes

+

2

20

test z0
and email everyoneTes 20

Ex 30 Exam
with this correction

.

am

To s



How do we find a basis for a subspace of R ?

Eg .

If A is an mxu matrix
,

RowA = span /rows of A) < Is " /really /xn vectors)
m

really mxs vectors)to A = Span (columns o A) = R

The rowse and columns of AL
.

6
Take c

.g .

A : lodi-52I in reduce row echelor form
.

000 0

Row A has basis 10 ,
1 ,1

,

0
,

3
,
6)

,
10

,

0
,

0
,

1
,
-5

,27 So Row A is 2-dimensional : dim(RowA) = 2
.

The dimension of RIRR" is the number of vectors in a basis for 1
.

ColA has basis (1) , (8]
COA : Span/columns of A)

= (c , (8) + :( ! ) + 3(j) + -(8) + s() + (2) : <, ... s any scalars3
=(218) + ] : , scalars] = <(*) : xy*/} (the xy-plane)

dim ColA = 2
.

Althoug row vectors have length and column vectors have length 3
,

the row space and colu space
have the same dimension

. (equal to the number of pivots) .

what if A is not in reduced row echelor form ?



Eg. B = I%
2 -2 I I 14

I Row B = RG
1-3 - 12 12

01 + 2 13 2 Col B < RY
-12 3 - 2 12

I "I 0 -5 25 -10 v
-1 - IB. 8 ! 2 "s ~I' !

"

"I I ·, I I·? to
O O 1-2 13 2 0 2 ⑧

I
-- 10 3 - A T

~ : "i i)-
01 + 342 12

0 I he rank of a matrix
0 00 I -5

0 001 - 5I I
· 000)- I plus the mility of the

00 00 O 00000 matrix is the number

Row B = Row A has basis ·0
,

!
,

-
,

0
,

3
,
6)

,
10

,

0
,

0
,

-5
,
2) of columns of thematrix

.

ColB F CoSA but CalB has basis (i) , (In]
In general ,

the pivot columns of AF reduced row echlor form of BC tell us which columns of B

give a basis for colB . dim Row B = dim ColB = no .

of pirots = rankB

e
. g . [] =

+ (i) +of) dim NulB = (no.

of columns of B) - (no .

of pivots)

The rank of a
matrix is the dimension of its row and colun

(ii) = (3)(i) + + 51/2) space
.

I -
of a matrix is the dimension of its null space .

he nullity
Fact : Althoug Row B and ColB are very different love is a setof ixh row vectors

;
the other is a set

of 3x1 column vectors) they have the same dimension :
in each case the dimension is the number of

pirots of A
,

the reduced row - echelor form of B
.

Another important subspace related to B is its mill space NulB = NulA which has basis

x, Xe Xu 44 45 Yo
basic variables x2

. x4

0 7 - 0 3 ↳

I
0000 00

I
free variables x,

, x3
,

45 , 4 yes) lit-Illll "It0 001 - 5 2
choose parameters v

,
s

,
t

,
n



Another way to get a basis for the column
space

of B is to trampose the matrix B to obtain its

transpose rank B = 2

A basis for the row space of BT is 1
,

0 ,)
,

10, 7;

! I a basis for the column spaceof
BY

! It
B
-

=

Tee - for
: a basis for the ale space of is

fil . (1) :
A 2 - 2 1

B = 301 + +2 RI
0 I -

* I and a basis for the row spaceof B is 10, 2-31 14)
,
10,

1
,

-1
,

3
,

-12
, 12)

(the first two rows of B)
.

(i] = (2) (0) + 11)[i]

(i= (x(6] + +x), )

If A = C :?) then ACE]= (E .?] : (**E) and Al]=1***] so

Al* ] = (** Y
A (0 % ] = [ =]



I' i) ( ] = /*** 3+]
&

This matrix is an elementary matrix ; it corresponds to am elementary row operation
of adding 3xrow2 to row 1 .

HW2

due

Test



The three kinds of elementary row operations on an with matrix correspond to left-multiplication by
an mxm elementary matrix .

an elementary· Adding an jentry "a" in

theitaposition startedi adding gives
row; to row :matrix it's ... =E .

E[ImA] = (EI /EAT : (El EA] I= 10 %]- 12 "7 = E elementary matrix
add 2times

eg .

A = (2 = 3] - 14 ; j] now I to row 2

add 2times EA = Ki]/ : 37= 14 i 5]
row I to row 2

· the row operation "multiply row 2 by?" :
A = 12i 3)-163') I= (0 %~(03) = E

EA = (03]/2 3) = /''']
I O

· The row operation" swith rows 2 and 3"
,

A : 1 , " ] - L! I I = (88 %)- (8!] = E

EA= 188 : ]/2" ?]= It' "II

Every invertible matrix is a product of elementary matrices
.

A non invertible matrix is not a product of

elementary matrices .

SkTheorem If A and B are invertible""matrices then AB is invertible nxn
.

(ABC"= BA" .

Check : (ABL (BA")
= Al

,

A = AA= In (AB)(A5) = ? does
- not usually

BB = In (B A) (AB) = B IB =
BB = I

(AB) v = A(Bv) simplify ·

-

A A = I



CABCY"= CB'A
any

matrices are invertible
.

Every elementary now operation is invertible
.

In other words
,

element

If A = E
, EnEs... Er where each Ei is an elementary mym matrix then A is invertible and

A= (E .
E.... Er!- EEr.. EE,

"

where I ... E are again elementary matrices .

why does our algorithm for finding A"work ?

(AlI] ~E
, /All] ~E(E ,AlE ,~ ... ~Er (Er: " EE, Al Er, Fr E, ]

an 2m - [E,A/E, ] =(EE, A (EE,) IEEE,A/ErEr:"E,]
me

A
I

If ErEr.... EE,
A= I then A = ErEr"--EE,

-w A= EE? ... E! E 1: = attel"]
Al 132) = E]

Eg. Write A: B ? ] as a product of elementary matrices
.

(A11] = 5:1093-(iH is -(il")-(il]-101: it is11i] 1) (12) 10i]

A : 1 ! i]:312) (0)( ! -] .



3 fA(i) = (2)
2 -: A =Al! ] = (A(0) /A197]
- Iitis! (ii) Egoi

s

- (i ! ]

3-7 B10): (2]
2

-

3

#dI% ⑧
-

- B()= /5)->
O " si

V = 3 solutions of y"+ y
= 03 has basis [sinx , cosx}

Another basis is Ee"x, e
*

3 .

De"= ie i= FI
D : V->V is the linear transformation Dy = y' :

De"* =- ie*

D(asinx + bcosx) = acosy-b sinx
The basis of D with respectto

D(sinx) = cosy
D is represented by (i ] this basis is 10)

D(cosx) = - sine D4 = I D4 = I



Find the inverse of A= CY = ] using our algorithm . A s= 1* )
- 10 - 19-s]-I ? 1.) ~ oil* ]1 1 ! i7-1sI1; )
I is190] 10] 10

-

]

Check
: (i !]/ I ! ;] : (El ; i) (:ti)(= =(i) = (0-319-5]

E Es En Es 10i) - I'si] 37 12]-
1'5]

-

- - IA : 1915 ; ](0-3]0i) = 1,2] ~ I -(i)' - 1 - ·

[5]T --
-> iiO I 0

(I ! ) T] []
preserves orientation
and multiplies area by 3

.

E
,
=(i) : 1 --

1 shear

....-Est - preserving orientation det,
=1 E,id] II ·

-HE:

IO Ts + IisTEls] : I
preserving area 9 T1994 ->

· Stretch by factor-s in direction !]
-> pis reversing orien

I
0

! tation detE= -3 Reflection in the line
y

= x

19]
- 3 tripling the area reversing orientation

E,= /I 3 : M -> Shear preserving area

IEs State presening orientation det E =
det =-1

preserving area

det A= (detE,)(detE) [detE, ) (detE,)
0 I = (( + 3)(1) (1) = 3

.



denolA linear transformation + : - B" has a determinant -ed detT which is
- I

a scaler
.
IdetiI tells us how the area

,

volume
, ...,

dimensional content in general-

I-dimensional content is length
2- ...... area

3 -
- --- -volume

i

-
......... content (or volume)

det7>0 iff
T

preserves orientation

det-><0
: T reverses orientation

det+= 0 if T is not invertible (T Flattens IR" to a subspace of dimension
less than n)

For any
two on matrices A

,
B

,

det (AB) = detA . det B .

To compute determinant
of a square

matrix : det A Fo iff A is invertible
.

det (a) = a

det (*4] = acbc
,

By = as (II

let e = seitbeg+cdh-ceg-bdi-athI
(n ! = 1x 2 x 3 x ... xn)

The formula for detruminant of an nxn matrix has in general n ! terms


